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ABSTRACT

System owners and operators are increasingly emphasizing the actual amount
of time equipment is capable of performing its intended function,

For military systems, added complexity, longer service life requirements,
reduced periodic maintenance, and less frequent checkouts are increasing system
availability requirements. However, these factors compound the difficulty in
estimating the system’s txue availability.

With dormant or semi-dormant systems, the amount of time a system
“appears” available may differ from the “real” availability. The difference in “real”m
and “apparent” availability k often the result of a transition from an operational but
dormant state to an inoperational but dormant state.

The major contributicms from this research are:

(1) the development of the concept of “complex” availability that applies to
systems which combine two or more elements of instantaneous, mission system, or
steady+tate availabili~, and

(2) the development of a modeling technique to estimate the “real” availability
for a system which involves “complex”availability.



INTRODUCTION

Inrecent years, system owners and operators have placed increased emphasis
on the actual amount of time equipment is capable of performing its intended
function, This emphasis can be attributed to increased consolidation of tasks to
single equipment, increased criticality of information, escalating information rates,
and increased cost of ownership (Hasslinger, 1978). Because of these factors,
system requirements usually specify availability goals. System avadability goa!s are
usually set with regard to the requirements of a system’s primary mj.ssion (Fabbro,
1979).

Since failure in operation and the consequent bad reputation can be very
costly, it is important to evaluate the availability of a product in so far as possible at
the design and pre-production stage. This approach minimizes the risk of waiting
until the product is in the customer’s hands before discovering availability short~~lls
and risking the company’s reputation (Galetto, 1977). Consequently, the
importance of system availability has increased in both the private and public sector.

Reliability, Maintainability, and Availability Relationship

While reliability is concerned with the system capability of survival,
maintainability is related to the system capability of repair. By combining these two
factors, a family of parameters is created which reflect system effectiveness M a
whole, or system “availability” (Thomason, 1969). Tillman et, al, ( 1982) distinguish
between reliability and availability as reliability being the probability of failure free
operation whereas availability is the readiness of the system.

Miiitary Systems Avaiiabiiity

For military systems, increasing complexity, longer service life requirements,
and reduced periodic maintenance and checkouts have increased system availability
requirements, However, these factors compound the difficulty in estimating the.
system’s true availability.

With stored equipment, the primary concern is that it works properly when
required, Mastersrm and Miller ( 1976) indica;e this is the primary problem for muny
classes of systems, such as stored spacecraft. weupon systems, electronic component
stored prior to assembly, TV sets stored in a warehouse or showroom, or even used
cars on the corner lot. Hasslinger ( 1978) states: “ It is axiomatic thut such emphusi>
would manifest itself in the form of proof UpOII purchase that art equipment ~~ill
perform to minimum availability requirements.”

After long periods of dormancy (nonuse), the “availability” for military s}~tem~
has been a major concern throughout history, A system taken out of storugc if
expected to accomplish its mission without a performance degrading malfunctl~)n,



For example, in early military history spoilage of items such as food and gun powder
was a major concern. Wlmn aircraft availability exceeded flying hour requirements a
few years ago, care was ~aken to periodically mcve parked aircraft to mitigate the
effects of nonuse (e.g., flat tires, fluid drain, etc.) (Trapp et. al,, 1981). A military
systems have continued to become more complex, expensive, and sophisticated,
coupled with shorter response times, the requirement for higher availability rates
has increased.

‘Real” Vs. ‘Apparent” Availability

With a continuously operating system, availability can be determined at any
desired time, The penalty for operating continuously is the downtime caused by
system failures with attendant loss of availability during checkout and repair, A
dormant system theoretically should have fewer failures; however, it is unfortunate
that there is not a positive indication of system status when dormant by which to
judge the system’s availability. With dormant or semi-dormant systems, the umount
of time a system “appears” available may differ from the “real” availability, The
difference in “real” and “apparent” availability is often the result of a transition from
an operational but dormant state to an inoperational but dormant state,

This research focused upon developing methodology to estimate the “real”
availability for the Small ICBM weapon system a key systcm in President Reagan’s
Strategic Modernization Program.

Uncertainty in the “real” availability for any system could be introduced
through a variety of sources such as:

(1) failures which occur during dormancy,
(2) failure which are undetected when the system is tested (this

could be thought of as the test equipment’s probability of
detection capability),

(3) the reliability and availability of test and maintenance resources, .
(4) and components in the system which are not capable of non-

. destmctive test (most notable are propellants).

With these uncertainties, it may be possible that a steady state condition will
be reached where a number of the missiles believed “apparently” uvailuble for
launch would not be available if called upon to launch (hence not “really”av~ilahle ),

Dormancy is a particular concern because the missile systems tire designed to
spend the majority of their life in a non-operating environment, Systems with
limited operational status testing capability can cause substantial uncertainty in the
“real”availability, Therefore the research question is stated as:

.



‘o: “Real” Availability = “Apparent” Availability

‘1: “Real” Availability < “Apparent” Availability

However, an examination of the formulated hypothesis reveals th~~tthe
condition where “real” availability > “’apparent”availability is not being tested. It is
physically impossible for “real” availability to exceed “apparent” availability. The
reason is that the downtime is the same for “apparent” and “real” availability except
for the condition of inoperational but dormant state for “real” availability.
Therefore, the only condition where “real” avadabi:,l[y would equal “apparet,t”
availability is when the total time the system is inoperative but dormant during fielifl
deployment, equals zero. It is not possible for that time to be less than O.

In order to test this hypothesis, a methodology was developed to estimate the
“real” availability of the Small ICBM. The objectives in the development of thi:+
methodology were:

(1) estimate “real”availability and
(2) provide a capability to perform sensitivity analysis.

MODEL DEVELOPMENT

In sumeying previous research, six different modeling approaches were
identified which could be used to estimate the simple availability of a system. Those
techniques wer::

(1) Markov models,
(2) renewal theory,
(3) qu~ueing theory,
(4) integral approach,
(5) dynamic modeling,
(6) and simulation.

~pes of Availability

The first step in evaluating the models identified in the survey of previous
research was to determine which type of availability was bes~ {ddressed by each of

the different model types. Tdlman et al (1982) advocated “steady+tate ovtiilubility
may be a satisfactory measure of systems which are operated continuously, Average
uptime availability (also referred to its mission or equipment availability) muy he ii
satisfactory measure for systems whose usage is defined by a duty cycle, For systcms
which are required to perform a function at any random time, insttmtuncous
availability may be the most satisfactory measure.” These types of availahil ity
(steady-state, mission, and instantaneous) can be thought of as “simple” t’orms ()!
availability. The Small ICBM availability problem crosses the lines (}t’the three



traditional availability definitions and required special treatment to est irnate the
“real”availability of the system. To redress this deficiency, a new class of availability
referred to as “complex” availability was developed. “Complex” availability
conditions exist when two or more forms of “simple” availability exist in the system
under consideration.

Additionally, both Ross (1970) and MIL-STD-721B reinforce the concept that
availability for a semi-dormant or dornant system such as the Small ICBM, is
instantaneous availability. However, the selection of availability type for tills
research was more complex because the Small ICBM system has some portions of
the system which function continuously. Therefore it is not totally dormant or semi-
dormant. The security system and wake-up processor are examples of co:itinuocsly
operated subsystems on the Small ICBM. Additionally, some portions of the system,
stxh as a rocket motor, are required to function for a specified period of time thus
are in the mission availability category. Consequently, the methodo!og~ selected
needed to be capable of addressing instantaneous, mission, and steady-state
availability. Table 1 identifies the methodologies and authors which were identified
in the survey of previous research.

Methodology to Address “Complex”Availability

A review of the various modeling methodologies reflected in Table 1 identify
several approaches to the steady-state availability model and oce model which
addressed instantaneous availability. However, only the following three models
address “complex” availability (a combination of two or more types of simple
availability):

(1) Tillman et.al (1982), a renewal theory approach coupled with
numerical analyses which addresses instantaneous and ,mission
availability,

(2) Ingerman’s (1978) simulation based methodology which
addresses mission and steady-state availability,

(3) and the Boozer-Frantz (1981} simulation based methodology
which addresses mission and steady-state availability.

The development of an approach to address instantaneous, mission. und
steady-state availability for the Small ICBM system was a unique modeling effort.
The renewal theory approach with a numerical analyses solution did not appeur
applicable to the Small ICBM problem. In the development of the renewal theory
approach, Tillman et al, ( 1982) assume “the system is regarded M a complete unit
and should not be split into mbsystems.” With the Small ICBM in the curl)
development phase, frequent changes to subsys[cm reliability should be expected.
Any change in the estimated subsystetn reliability would require a recomput~tl{)n ~Jt



system reliability, However, even more significant is the loss of information about
the probability density functions for the estimated subsystem reliabilities and
renewal periods. One other complication in using the renewal theory approach is
the lack of flexibility and information for making system policy and cost tradeoff
decisions.

The simulation approach to availability modeling offered flexibility in
addressing the Small ICBM availability issue. Simulation often provides more
information about the system’s operating performance than can be obtained from
analytic means (Moore and Clayton; 1976). Naylor et al. (1966) identi~ simulation
as an appropriate analysis tool because:

(1)

(2)

(3)

(4)

(5)

(6)

simulation makes it pos~ible to study and
experiment with the complex interactions of a
given system,

through simulation the effects of certain information,
organizational, and environmental changes on the operation of a
system can be quantified by making alterations in the
model of the system and observing the effect of these alterations
on the system’s behavior,

simulation of complex systems can yield valuable insight into
which variables are more important than others in the system
and how these variables interact,

simulation can be used to experiment with new situations about
which little or no information exist so as to prepare for what may
happen,

simulation can serve as a “presemice test” to try out new policies
and decision rules for operating a system, before running the .
risk of experimenting on the real system, and
simulation makes it possible to study dynamic systems in real or
compressed time.

Morganthaler (1961) additionally cites simulation as a valuable tool because:

(1) it affords a convenient way of breaking down a complicated
system into subsystem, and

(2) when new components are introduced into a system, simulation
can be used to help predict bottlenecks and other problems that
may arise in the operation of a system.



A discrete or event based simulation model of the Small ICBM system was
selected as the best approach for estimating its “real” availability. The reasons for
selecting this approach include those cited above by Naylor et al. (1966) and
Morganthaler (1961). Additionally, Hillier and Lieberman (1974) state: “the
technique of simulation has long been an important tool of the designer .... With the
advent of high-speed digital computer with which to conduct simulated experiments,
this technique has become increasingly important to the operations researcher.
Thus, simulation has become an experimental arm of operation research.”

Further, Rubinstein (1981) notes that many real world problems are too
complex to be solved by analytical methods and that the most practical approach to
their study is through simulation, He specifically addresses simulation of stochtistic
systems such as regenerative systems with various types of queues.

For all the reasons cited above and since the Small ICBM “real” availability
estimate must be made considering a complex system with various subsystem
reliabilities, repair time, and queues based on maintenance resources and policies,
simulation was selected as the preferred approach.

Simulation Model

The language selected for the simulation was the General Purpose Simulation
System (GPSS). GPSS is a process-oriented simulation language particularly well
suited for queuing systems (Law and Kelton, 1982).

Within the model, each missile deployed was treated as a transaction. Each
transaction had sufficient parameters to account for the tilirteen major subsystems.
Each parameter contained an appropriately selected failure time for that subsystem,
The failwe times were randomly selected from probability distributions which
describe the nature of failures for that subsystem. To properly account for
downtime, distributions of the time required for transportation, test, and
mairitenance were developed. .

Figure 1 presents a simplified ovemiew of the physical system. Although
Figure 1 represents the flow of the missiles through the system, other details which
need to be considered include:

(1) the rate of the initial depkyrnent to the field,
(2) the repair and testing cycles within the subassembly portion of the

system,
(3) the capability of test equipment to find failures,
(4) the probability of inducing failures in equipment during test

procedures,
(5) the transition from “real” availability to “real” unavailability, tind



(6) the resources available for transportation, testing, and
maintenance.

Other information required to complete the stztement of
the probiem included:

(1) the best time estimates and distributions for each of the activities
performed in the model,

(2) the best estimates of the failure times and the associated
probability distributions for each of the major subsystems,

(3) the magnitude of the resources available for each of the “servers”
in the sys~em,

(4) the capability of test equipment to detect failures,
(5) the probability that tests induce failures for each of the

subsystems,
(6) the time period of interest for the analysis, and
(7) the policy identifying the time when the systems are scheduled to

cycle through maintenance.

Model Verification and Validation

The next step in the analysis was to identify the procedures which were used to
verify and validate the model as the problem statement outlined above was
translated into a simulation model. Selecting from the possible procedures,
emphasis was placed upon model verification and validation during the
development process. 14w and IQlton (1982) define model verification as
determining whether a simulation model performs as intended, i.e. debugging the
computer program. Validation is determining whether a simulation model is an
accurate representation of the real-world system under study. The verification that
the model was performing as intended was accomplished by:

(1) developing each portion of the model as a segment or module, The basic.
mGdel started with just one transaction representing a missile system, The
transaction passed only through the logic of gathering the basic information
required to perform the statistical analysis, Rather than using the random number
process for generating failures, only two subsystems with constants were supplied to
the model during verification. This allowed the modeler to examine the logic us the
transaction (representing a missile) flowed through the model, Other param~:ers
such as the test outcomes were set to constants to verify that the mode! behaved
properly. ‘1’hisincremental approach was extended throughout the development
process to increase confidence that the simulation was following the logic of the real
system.

(2) performing a structured walk-through of the model with other unalysts to
ensure that both the underlying physicul process was a reasonable representutit)n (Jt’



the Small ICBM deployment and that the coding of the model into GPSS constructs
was properly accomplished.

(3) operating the model with simplified assumptions as discussed in (1) above.
This approach of using fewer systems assisted the modeler in verifying the results
particularly as the model became more complex. In some cases, simplified
distributions were used to facilitate calculations so that the accuracy of the model
results could be verified. For example, the use of known parameters provided
verification that the model behaved properly. Two examples of this technique were
(1) setting the field cycle time and MTX3FSequal and (2) setting the cycle time to
two !hirds the MTBF. In the first case the “real” availability and the “apparent”
availability should nearly be equal. In fact they were equal when the failure
detection capability was perfect or the two parameters were nearly equal when
failure detection capability was near one. In the second case, half of eve~ other
cycle was spent in the inoperative but dormant state which would affect only “real”
availability. Therefore, the “real” availability estimate was approximately three
fourths of the “apparent” availability.

(4) debugging of the model by running the system in an interactive mode. The
use of the interactive mode allowed the modeler to trace the movement of the
“missile”through the system providing confidence in the model logic and activities.

Similarly, the validation of the simulation model used three techniques.

(1) A re-examination of the formulation of the problem was accomplished to
reveal possible flaws. This validation was accomplished in conjunction with
verification technique (2) above.

(2) The various mathematical expressions were re-examined to determine that
they were dimensionally correct.

(3) The input parameters were varied to check whether or not the output in.
the model behaved in a plausible manner.

Simulation LModelCharacteristics

With the problem statement completed and the verification/validation proceqs
established, the next step in the model was to interpret the problem statement in
conte~t of GPSS formulation. As noted earlier, etich transaction in the model
represented a missile system. Each of these missile systems have unique
characteristics, such as the mean time to failure for the Guidance und Control
(G&C) subsystem, which were represented in the GPSS model m pummcter~
associated with each of the transactions, To facilitate capture of the trtinsition from
an operational but dormant missile system to an inoperational but dormant missile
system special tests were introduced into the model, Since it was [Ilet)re[icull}



possible that this trmsition could occur during the transportation cycle, this
transitional state also required special model treatment.

Another complicating factor in the modeling process was the concept that
testing induces failures, some of which may go undetected. Thus inoperative but
dormant systems would be returned to the field without being “really”available.

An additional characteristic uniquely developed in this analysis was the
concept that each of the subsystems were not fully restored to a “like new”condition
if they do not undergo maintenance. For example, if the G&C had failed and the
failure was detected in the system level test, the reentry system would be taken to its
maintenance facility for test. However, if a failure was not induced by its subsystem
level test, no maintenance would be performed on it and it would be returned to the
field with only the remaining portion of its original life,

A feature not normally addressed in availability models which was included in
this analysis was the condition of multiple failures. The possibilility of multiple
failures occurring coupled with the possibility of the tests failing to discover this
condition was addressed in the model.

Analysis Methodology

The number of simulation runs :equired to provide the estimate for “real” and
“apparent” availability was determined using a sequential process with a specified
level of precision. As explained by Law and Kelton (1982), the actual confidence-
interval half-length was the absolute precision of the confidence interval. By
contrast, the relative precision of the confidence interval was the ratio of the
confidence-intetval 1,alf-length to the magnitude of the point estimator. Although
not strictly correct, the relative precision may be thought of as the “proportion” of u
by which the point estimate may differ from ~. The procedure assumed the
observations were a sequence of identical independently distributed random
variables which need not be normal The speci~icobjective of the procedure wtis to.
construct a 100(l-a) percent confidence internal for ~ such that the relative
precision was less than or equal to ~, for 0< Yc 1.

An appropriate statistical analysis technique was selected
based upon the information available a priori. [n this situution,
no information was assumed about either the population mean,
or the population variance, Therefore, the Student’s-t
distribution was a reasonable choice for constructing und
conducting the hypothesis test,

However, as noted earlier it is impossible for “re “ availability to CXCCCLI
“apparent” availability, therefore the distribution is truncated appearing as one h;ilt

of the usual Student’s t distribution. To adapt this truncated distribution [(j :1



probability density function, a,. appropriate “k”was identified as a multiplier. The
probability density function must sum to 1 and the area under the cume for this
truncated distribution equals .5, therefore “k’ must equal 2. The appropriate critictil
t value is selec:ed using k(cr/2). Since “k’ equals 2, the appropriate critical t value
was selected using a ( 2[Q/2] = a).

According to Dixon and Massey (1957), if sampling was accomplished from
two populations, occasionally extraneous factors may cause a significant difference
in means, whereas there was no difference in the effects which are attempting to be
measured. Ostle (1963) recommended that if two samples of equal size can be
obtained md if the the observations in the one sample can be logically paired with
the observations in the other sample, a modified procedure for the comparison of
the two data sets may be used. Snedecor and Cochran (1980) stated the aim of the
pairing was to make the comparison more accurate by having m,embers of any pair
as alike as possible except in the treatment difference that the investigator
deliberately introduced. This is commonly referred to as the “paired t-test”.

Since the “apparent” availability and “real” availability estimates were
obtained from the same simulation model on the same simulation run started with
the same random number seed, the =ample estimates can be paired logically. When
this relationship exists, the appropriate procedure is to calculate the differences
between each pair and then estimate the true mean difference. According to Dixon
and Massey (1957), this method’s advantage is the lack of an assumption that the
two variances are equa! or the values cf “apparent” availability and “real” bailability
are independent. This approach to pairing results in a toss of information because
there was a slight increase in the probability of accepting the null hypothesis when
false. Dixon and Massey ( 1957) indicate; (1) the increase is slight when sample sizes
are moderately large, i.e., greater than 10,and (2) that the level of significance is not
affected.

With only N -1 degrees of freedom in the estimate of the variance for the
“paired t test”, larger differences are accepted than when there are 2N -2 degrees of.
freedom, However, this slight increased probability of accepting larger differences
is offset by the smaller estimate of the variance should the avaiiuhi!i;y es~imates be
correlated.

Sensitivity analysis was used to {1) identify the relative sensitivity (jt
parameters (i.e,, those that cannot be changed much without changing the solution)
and (2) evaluate solutions over the likely range of values for those sentitite
parameters.

The methodology used to identify parameters which could affect the e~~imutc
for “rsal” availability was determined in a two step process, The first step wii~ to
conduct an F’ test on the variances to determine whether the assumption ot’ ~ql]iil

but unknown variances was vulid, If there was insufficient e~idence [t) reject [~ic



hypothesis that the unknown variances were equal, the second step in the analysis
was to determine whether the “real” availability was sensitive to a change in a
parameter. Another hypothesis test was performed to determine whether the mean
of the baseline “real” availability differed from the mean of the “real” availability
with one of the parameters changed.

The natural pairing of the data which was observed for the original hypothesis
test no longer existed for the sensitivity analysis. In the sensitivity analysis, the
simulations were accomplished as if they were separate experiments. Therefore, a
diffe:ent approach to testing whether the means of the two populations were equal
was required.

The normal distribution for the differences where the mean of the differences
equals zero is represented in Figure 2.

‘D

Figure 2: Distribution cf Differences

The shaded region represents the a error, i.e., the probability of rejecting the
hypothesis that the means were the same when in fact they were the same, In.
Figure 2, the shaded re~ion represents an a = ,05 for the one tail hypothesis test,
Using a standard mathematical statistics approach, the null hypothesis would be
rejected at the a = ,05 level because the sample mean does not fall in the acceptance
region.

Rather than arbitrarily select an a level to conduct the hypothesis test, ;In
alternative approach is to estimate the Qlevel at which the null hypothesis would he
rejected, In Figure 2, an extremely small a would have had to be selected before thu
null hypothesis wcwld not be rejected. In general as the estimated Q apprt~uchc~
zero, it supports the alternate hypothesis.

Pursuant to this cor.cept, Almmowitz and Stegun ( 1972) prm idcd ,itl
approximation for calculating a for lurge v (U=degrees of freedom> 5),



a = l- A(tlv)= 2p(x)-1

where

x =
t (1 - (1/4u))

(1 + (t2/2u))v2

where t is the calculated Student’s t statistic.

P(x) can be calculated using the following approximation:

,2
P(x) = I - Z(x)(alt’ + a2t + a3t’3)

where z(x) = (1/(2fi)Y2)e ‘x /2

t,’ = l/(l+pK)

P = ,33267

% = .4361836

a2 = -,1201676

a3 = .9372980

The approximations from Abramowitz and Stegun (1972) were used to.
estimate the a level. Since the strong correlation between the samples no lunger
exists, the standard t test is preferred to the paired t test for the differences between
the means, Therefore the number of samples used in the two estimates, baseline and
adjusted parameter, was predicted from the estimate for “real” mtiiability and T =
.01.

With the inherent ilexibil;ty of simulation, the analytic tool developed W:I1

used to perform resource allocation and policy evaluations, thereby iden[if}ing II)
mantigement the relative value of resources or policies for improving “rciil
availability.



RESULTS

The results using the baseline data to estimate “real” and “apparent”
availability were unexpected. Even though the dormant MTBF values ~vere quite
high, the two different availability estimates were quite different. At a = .05, there
was sufficient evidence to reject the null hypothesis that the estimates ivere the
same.

Although the test of hypothesis was one of the central themes of the research,
the sensitivity ardysis gained additional importance since the null hypothesis (“real”
availability = “apparent availability) was rejected. The estimates of “real” and
“apparent” availability only reflect the relative relationship of those values, The
essential value gained from the hypothesis test was there is a statistically significant
difference with some baseline estimates of system parameters, However, the
purpose of the sensitivity analysis was to identify those parameters which could

affect the estimate tor “real” availability?

The sensitivity analysis addressed the effects of:

(1) field deployment time,
(2) maintenance cycle times,
(3) maintenance and test uctivity times,
(4) subsystem’s reliability,
(5) test equipment probability of dete~:ing failures, and
(6) test equipment probability of inducing failures,

For each of these parameters, best “best” estimates and “worst” best estimutes
were identified from a variety of sources. fie sensitivity analysis incorporated the
extremes in “best” estimates to identify those parameters which had “. most impuct
on the estimate of “real” availability,

The parameters associated with the resource levels mmiluble for muintenunce,”
test, and transportation activities were also pkmned M purt of the sensitivity
analysis, l{owever, rather than arbitrarily select test limits, the pwwnetcrs iicrc
varied based upon the behavior of the model. For example, if long queues ucre
observed while the missile was waiting to capture u trunsportution ~crver, Ihc
number of servers would be increused unti! the queue length becumc rc:~soniihlc,

A planned objective of the sensitivity mdysis was to vil~ the puruntc~ur~
within the ailowttble ru,lges to muximize the real availability, This insight ulltm~
decision makers the opportunity to udjust resources and focus ~~ttcntiot~(Jn ttlc
subsystems which have the largest impuct on the system’s “red” tiv;~ilubili[v,



The sensitivity analysis discussed previously revealed that the “real” availuhility
could be increased by:

(1) policy decisions on maintenance cycle time,
(2) policy decision on deployment cycle time,
(3) certain subsystem reliabilities,
(4) test equipment probability of detecting failures, and
(5) test equipment probabilityof inducing failures.

CONCLUSIONS

‘I”hemajor contributions of this research were:

(1) the development of the concept of “complex” availability whit},
applies to ~ystems which combine wo or more elements of
instantaneous, mission or system, or steady-state availability, and

(2) the development of a modeling technique to estimate the “real”
availability for a system which falls into the category of
“complex”availability,

Primarily the Small ICBM remains in a dormant state throughout the life cycle
with only periodic system tests and maintenance, However, some subsystems are in
continuous operation throughout the life cycle. The use of simulation allowed the
following unique features to be included in the formulation of the estimate for “real”
availability:

(1)

(2)

(3)

(4)

(5)

capturing the non-available time due to transition from the
operational but dormant state to an operative but dormant state
during deployment and transportation phases of the system
cycle,

test equipment which was not 100 percent reliable in detecting
failures, either at the system or subsystem level,

the possibility that test equipment actually may induce :uilurcs
which may or may not be detected prior to rcticployment,

the condition that not all subsystems are restored to a “like new”
condition through the maintenance and testing cycle, and

the occurrence o! multiple ftiilures coupled with the posslhilit)
that the tests could hil to discover this com!ition.



Complex availability is the proper description for an emerging set of
availability problems for both private and military systems. Examples can be found
in ~ broad range of manufacturing situations and military systems.

Estimating “real” availability for a complex system is one of the difficult
challenges facing the reliability, availability, and maintainability community today.
Simulation provides the flexibility to meet this challenge.

The results indicated that there was sufficient evidence to reject the contention
that “real” availability was equal to “apparent” availability. Sensitivity analysis
revealed that, with correct emphasis, “real” availability estimates for the Small
ICBM system could be !rnproved,

The concept of complex availability, the concern of “real” versus “apparent”
availability, and the methodology to estimate “real” availability can be extended to
other areas within the private and public sector.

REFERENCES

Abramowitz, Milton and lrene A Stegun, Handbook of Mathematical Functions with
Formulas, Graphs, and Mathematical Tables, Washington, D,C., National Bureau of
Standards, 1972

Ascher, Harold, “Systems Availability Concepts”, American Society of Quality Control
Quarterfy, 1978

Barlow, Richard E. and Frank Proschan, Statistical Theory of Reliability and Life
Testing, Silver Springs, Md., McArdle Press,Inc, 1981

Boozer, Wayne A. and Robert O, Frantz; “Analysis of High Utilization Availability”,
Proceedings of th~ !EEE Annual Reliability and Maintainability Symposium, 1981 .

Won, Wilfrla J, and Frank J. Mas~ey, Jr,; [ntrodurtion to Statistical Anulysis, New
York, McGraw-Hill book Company, 1957

Fabbro, Richard M.; “Availability: A Low D:nsity Deployment Case Study”,
Proceedings of the IEEE Annual Reliability and Maintainability Symposium, 1979

Galetto, Fausto; “System Availability and Reliability Analysis (SARA)”, frocecdi~rg~
of the IEEE Annual Reliability and Maintairtubility Symposium, 1977

Gates, Robert K. and Charles F, Martin; ‘Availability Characteristics of Periodicull}
!Wmned Systems”, Proceedings of ~he IEEE Annual Reliubili~ and ,$~uintuitt(lt‘iii[~
$’mposium, 1980



Hasslinger, T.W.; “Availability Demonstration Risk ksessrnent and Its Relationship
to the Queue M/M/I”, Proceedings of the Annual IEEE Reliability and
Maintainabilip Symposium, 1978

Hillier, Frederick S. and Gerald J. Lieberman; Operations Research, San Francisco,
Holden-Day,lnc., 1970

Ingermaw Donald; “Simulation Models: Analysis and Research Tools”, Proceedings
of the IEEE Annual Reliability and Maintainability Symposium, 1978

Law, Averill M. and W. David Kelto~ Simulation Modeling and Analysis, New York,
McGraw-Hill Inc., 1982

Masterso~ R.J. and R.N. Miller: “ Testing of Spacecraft in Long-term Storage”,
IEEE Transactions - Reliability, 1976

MIL-STD-’721B; Definitions of Effectiveness Terms for Reliability, Maintainability,
Human Factms, and Safety, Washington, D.C,, Government Printing Office, 1981

Moore, Laurence J. and Edward R, Clayton; GERT Modeling and Simulation -
Fundarnent& and Applications, New York Patrocelli/Charter, 1976

Morganthaler, G.W,; ‘The Theory and Application of Simulation in Operations
Research”, Progress in Operations Resemh, edited by R.L. Ackoff, New York, John
Wiley and Sons, 1961

Naylor, T.J,, J,L. Balinffy, D,S. Burdick, and K, Chu; Computer Simulation
Techniques, New York, John Wiley and Sons, 1966

Ostle, Bernard: Stat&tics in Research, Ames, Iowa, The Iowa State University Press,
1963

Pen, Charles A., Roger C. Hall, and R,C. Schneider; ‘Test Methods for Steady-State”
Availability”, Proceedings of the Annual IEEE Reliability and Maintainabili~
Symposium, 1978

Regulinski, Thad L.; “Availability for Communicating Computers Net”, Procccding.s
of the Annual IEEE Reliability and Maintainability Symposium, 1980

Ross, S., Applied Probability Models with Optimization Applications, San Fruncisc(),
Holden-Day, 1970

Rubinstein, Reuven Y,; Simulation and Mortte Carlo Technique, New York, .JOI1II
Wiley and Sons, 1981



I

Shoomaz Martin L.; Probablistic Reliability, An Engineering Approach, Sew York.
McGraw-Hill Inc, 1968

Snedecor, George W. and \Villiam G, Cochran; Statktical Methods, Ames, IOVu.
The Iowa State University Press, 1982

T’homwQ R.; An Introduction /o Reliability and Quafity, London, The Machinery
Publishing Company, LTD., 1969

Tillm~ Frank A., Way KUO, R.F. Nassar, and C.L, Hwang, “.4 Numerical
Simulation of the System Effectiveness -- A Renewal Theory Approach”, Proceedings
of the Annual IEEE Reliability and Maintainability Symposium, 1982

Trapp, R.D., R.R. Graber, W.D. Farmer, and R.A. Luhks; An Approach for
Assessing Missile System Dormant Reliability (Final Repoti), Defense Technical
Information Center, 1981

Vaurio, Jussi K.; “Practical Availability Arlalysis of Standby Systems”,Proceedings of
the Annual IEEE Reliability and Maintainability Symposium, 1982

AUTHORS

GENE J. SCHROEDER, PH. D,

Dr. Schroeder is an Operations Research Analyst working on a variety of
military problems including system availability. He completed his B. A. at Deane
College and was awarded a M. S. from the Air Force Institute of Technology, He
completed his doctoral research and studies at the University of Nebraska in the
College of Engineering, He has previously worked at Headquarters Strategic Air
Command, Headquarters, Air Force Logistics Command and at the Warner Robins,
Air Logistics Center, His primaq emphasis is the practical upplictition ot
operations research techniques to a variety of military problems, runging from
system availability, Strategic Defense Initiative integration with strategic offensive
systems, and nuclear hardness survivability and maintenance programs for current
and future military systems, He is a Past-Chairperson of the Nebraska Chapter of
the Operations Research Society of America and is the current Co-Chairperson t)t’
the Strategic Operations Working Group of the Military Operations Research
Society. He is the author of numerous technical notes.

Te!ephone:(505) 667-6553



MARVIN M. JOHNSON, PH. D,, P.E.

Professor Marvin M. Johnson, South Dakota School of Ylines.
Mechanical/Industrial Engineering, is a Past Director of the Quality Control and
Reliability Engineering Division of the Institute of Industrial Engineers, imd past
Vice President of the Nebraska Chapter of the American Statistical Association.
He received his B.S.M.E. (production Management Option) from Purdue in 1949,
and his M.S.I.E. and Ph.D. in Industrial Engineering and Mathematical Statistics
from the University of Iowa in 1966\68. He spent 17 years working for industrial
firms such as Houdaille-Hershey (QC Supervisor and lE), Bell & Howell (Sr. I.E.)
and Bendix Pioneer Central Division (Chief I.E., Reliability and Administration ),
followed by 20 years at the University of Nebraska. Iil January 1989 he joined the
staff at the South Dakota School of Mines. In addition. he has taught or consulted
elsewhere in the USA Egypt, Greece, Afghanistan, mxi in Puerto Rico. Dr.
Johnson is a Fellow of the Institute of Industrial Engineers, and is a member of
ASME, ORS& TIMS, and ASA. He is the editor of two books and author of
numerous technical articles.

Telephone: (605) 394-2401


